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ABSTRACT

Wind turbine wakes in the atmosphere are three-dimensional (3D) and time dependent. An important

question is how best to measure atmospheric wake properties, both for characterizing these properties ob-

servationally and for verification of numerical, conceptual, and physical (e.g., wind tunnel) models of wakes.

Here a scanning, pulsed, coherent Doppler lidar is used to sample a turbine wake using 3D volume scan

patterns that envelop the wake and simultaneously measure the inflow profile. The volume data are analyzed

for quantities of interest, such as peak velocity deficit, downwind variability of the deficit, and downwind

extent of the wake, in a manner that preserves the measured data. For the case study presented here, in which

the wake was well defined in the lidar data, peak deficits of up to 80% were measured 0.6–2 rotor diameters

(D) downwind of the turbine, and the wakes extended more than 11D downwind. Temporal wake variability

over periods of minutes and the effects of atmospheric gusts and lulls in the inflow are demonstrated in the

analysis. Lidar scanning trade-offs important to ensuring that the wake quantities of interest are adequately

sampled by the scan pattern, including scan coverage, number of scans per volume, data resolution, and scan-

cycle repeat interval, are discussed.

1. Introduction

Characterization of wind turbine wake properties and

their downwind evolution is important for optimizing

wind farm layouts and power output. Wake effects can

produce reductions in power outputs integrated over

wind farms and increases in fatigue loads on rotor blades,

which can lead to premature failure of the hardware, as

described by Crespo et al. (1999) and Vermeer et al.

(2003). Turbine wakes have been studied using wind

tunnel and computer simulations (e.g., Vermeer et al.

2003; Porté-Agel et al. 2011; Lu and Porté-Agel 2011;
Churchfield et al. 2012), but the applicability of these

results to real turbines can only be established through

atmospheric measurements. In the atmosphere, wakes

have been studied using instrumented towers (e.g.,

Magnusson and Smedman 1994; Elliott and Barnard

1990) and tethered balloons (e.g., Jacobs et al. 1984) at

various downwind distances, and profiling remote sensing

instrumentation, such as sodars and lidars (Högström
et al. 1988; Barthelmie et al. 2003, 2010; Rhodes and

Lundquist 2013). Recently, scanning remote sensing

instrumentation—lidar and radar—have been used to

study the structure of turbine wakes (Käsler et al. 2010;
Clive 2011; Bingöl et al. 2010; Trujillo et al. 2011; Banta

et al. 2011; Hirth et al. 2012; Hirth and Schroeder 2013;

Iungo et al. 2013). An important aspect of using such

remote sensors is how to obtain accurate, quantitative

information on turbine wake properties.

In this note we use the three-dimensional (3D) scan-

ning capability of a coherent, pulsed Doppler lidar sys-

tem, the high-resolution Doppler lidar (HRDL), built

and deployed by the Earth SystemResearch Laboratory

(ESRL) of the National Oceanic and Atmospheric
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Administration (NOAA). We present a case study il-

lustrating the inherently 3D structure of a turbine wake,

and we develop procedures for directly measuring sev-

eral key wake properties. Themeasurements were taken

as part of the Turbine Wake and Inflow Characteriza-

tion Study (TWICS) in March–April 2011 (Smalikho

et al. 2013; Aitken et al. 2014a,b).

2. Measurements

HRDL is a scanning, remote sensing instrument that

measures aerosol backscatter and the wind component

along the lidar beam. A description of HRDL and its

specifications are given by Grund et al. (2001) and

summarized in Table 1. The beam is steered by a two-

mirror, azimuth–elevation scanner to map the along-

beam, line-of-sight, or radial wind fields. Doppler lidar

has been demonstrated to be an accurate technology to

measure mean winds (Grund et al. 2001; Tucker et al.

2009, 2010; Pichugina et al. 2008, 2012; Kindler et al.

2007; Peña et al. 2008, 2009; Mann et al. 2010) and tur-

bulent variances (Pichugina et al. 2008), with in-

stantaneous root-mean-square (rms) uncertainties less

than 20 cm s21 and random instrument errors less than

5 cm s21 for mean wind values averaged over time in-

tervals of 1min or more. Smoothing by HRDL’s 30-m

pulse volume, a minor effect on the bulk wake proper-

ties considered here, is neglected, and the radial wind

velocities are treated as point values ascribed to the

centroid of the sampling volume, as in Pichugina et al.

(2008). HRDL has been used to study the structure of

flows and turbulence at inland locations (Banta et al.

2002, 2003, 2006, 2013; Banta 2008; Pichugina et al. 2008;

Pichugina and Banta 2010) and offshore aboard a re-

search ship, using a custom-built motion-compensation

system to remove ship and wave motions (Grund et al.

2001; Tucker et al. 2009, 2010; Pichugina et al. 2012).

HRDL’s high precision and narrow beam are significant

advantages in studying turbine wakes.

To obtain data on wind flow and wake characteristics

of a 2.3-MW wind turbine during the TWICS project,

HRDL was deployed to the National Wind Technology

Center (NWTC) test site (Clifton et al. 2013) of the

National Renewable Energy Laboratory (NREL) south

of Boulder, Colorado, located on the plains 5 km east of

Colorado’s Rocky Mountains. The wind turbine in the

study had a hub height of 80m and a rotor diameterD of

101m. HRDL was sited 891m to the west-northwest of

the turbine at a slightly higher elevation, such that the

lidar beam hit the turbine hub at an elevation angle of 48
and an azimuth of 130.558 measured clockwise from

north. Wind flow at this site is often channeled through

Eldorado Canyon (Kelley 2011; Banta et al. 1993, 1995,

1996; Clifton et al. 2013), providing prevailing westerly

winds from a direction of 2928. The site experiences

complex-terrain effects, such as enhanced turbulence

night and day, that affect wake characteristics. Further

details are presented in Smalikho et al. 2013 and Aitken

et al. 2014b.

A three-phase scanning strategy was employed during

TWICS. First, at the beginning of every half hour, full

3608 conical scans at 18, 58, and 308 elevation docu-

mented the vertical profile of the horizontal wind using

velocity–azimuth display (VAD) processing (Browning

andWexler 1968; Banta et al. 2002). The vertical spacing

dz between velocity points in the vertical profile from a

VAD calculation at 18 elevation is (30m)(sin18) 5
0.52m. At 58, dz 5 2.6m, and at 308, dz 5 15m. To ac-

commodate this increase in dz in forming a single profile

from all three scans, the radial velocity VR versus azi-

muth data are collected into vertically stacked bins

whose thicknesses Dz gently increase with z: z(n)5 anb,

where n 5 1, 2, 3, . . . , and z represents the midpoint of

the nth bin. The values for a and b are chosen based on

the elevation angles used in the VAD sequence. For the

present TWICS analysis, a5 5m and b5 1.35. The two

mean wind components (either speed and direction or u

and y) are then calculated within each vertical bin (of

depth Dz) to form the profile. Note that this processing

allows all data taken within the averaging period, in-

cluding those from sector and vertical-slice scans, to be

included in the bin averaging (Banta et al. 2002). VAD

winds were used here to calculate ambient wind speeds

and directions, which were then compared with inflow

values estimated from the sector and vertical-slice scans,

to assure that these estimates were consistent with the

area-averaged profiles provided by the VAD technique.

Second, at other times in the 30-min scan series, when

not performing VAD-type scans, the scans alternated

between azimuth (or conical sector) scanning and ele-

vation (or vertical slice) scanning to probe the wake

TABLE 1. HRDL instrument and scan properties. Pulse duration is

between pulse-energy half-width points.

Lidar specifications Value

Wavelength (mm) 2.02

Pulse energy (mJ) 2.0

PRF (Hz) 200

Pulses averaged 100

Effective PRF (Hz) 2

Pulse duration, length (ns, m) 200, 30

Range-gate interval (m) 30

Velocity precision (cm s21) ,5

Minimum range (m) 190

Maximum range (km) 2–7 (typically 3)

Beam cross section at 2 km (cm) ,15
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structure. Sample scan patterns appear in Table 2. For

this analysis the horizontal velocity component VH of

the lidar-measured radial velocity VR was calculated as

VH 5 VR/cosu, where u 5 elevation angle.

Third, vertical staring was performed for several

minutes to measure vertical-velocity variance, which

was used to give an estimate of daytime boundary layer

depth. This note focuses on the interpretation of a wake

during a 90-min period defined by two sets of such scans,

as listed in Table 2.

Velocity deficits are quantified as deviations from a

background flow, which can be determined in various

ways. Here we choose the winds at hub height averaged

over 2–5 rotor diameters (2D–5D) upwind of the turbine

as the background flow. The precise manner of specifi-

cation of the inflow is a topic of ongoing research.

Figure 1 is a summary plot showing several time series of

mean and turbulence quantities during one of the scan

sequences analyzed in section 3. The background sta-

bility was weakly stable during the early evening hours,

with 2–80m and Richardson numbers (Ri) of 0.08–0.19

(Fig. 1d), as measured on an NWTC instrumented

tower, referred to as the M2 tower, located at the west

side of the NWTC (see Clifton et al. 2013).

3. Analysis of 3D wake properties

Low-elevation azimuth scans provide data over a

sector of a shallow cone, revealing a wake’s horizontal

structure. A conical sector scan at u 5 28 elevation

(Fig. 2a) shows a 3–4ms21 wake embedded in an 8m s21

background flow. At this wind speed, the turbine rotor

would produce a significant thrust load, inducing a very

energetic wake. The wake drifted with a mean wind not

directly aligned with the lidar–turbine direction,

meandering about the mean wind direction. Wind speed

cross sections across the wake (Fig. 2b) reveal the peak

wake deficit at each distance (asterisk). The location of

these minimum values, plotted as black 1 signs on

Fig. 2a, were not necessarily located symmetrically

within the wake.

A useful way to visualize wake properties is to plot

wind speed along radials in these sector scans as a

function of distance outward from the lidar, as indicated

by the colored rays in Fig. 2a. Wake properties inferred

from these plots depend strongly on the azimuth of the

radial chosen (Fig. 2c), because of wake meander and

the slight crosswind angle of the beams. For example, in

Fig. 2c the dark-blue curve represents velocity data

along the radial at 1298 azimuth from the lidar,

indicating a short deficit region extending about 150m

(11/2 rotor diameters or 1.5D) downwind from the rotor.

The red curve (along 1258 azimuth) shows strong ve-

locity deficits extending downwind (1–6)D, and the

magenta curve (1198) shows significant wake-deficit ef-
fects not starting until about 4D downwind. It is clear

that proper characterization of the entire wake requires

consideration of data from all available azimuths

(Fig. 2d). In this plot, the minimum value at each range-

gate distance (red symbols–line) quantifies the down-

wind extent of the wake, the peak value of the deficit,

and the evolution of the wake deficit as a function of

downwind distance.

Velocity deficits appearing at or even upwind of the

rotor plane can be seen in Figs. 2b–d. Although plausible

that these may represent actual flow retardation seen in

the rotor upwind induction zone, this effect could also be

partly due to turbine hardware intercepting the lidar

pulse (see the appendix for a more detailed discussion),

as described by Käsler et al. 2010. How best to deal with

this effect is currently under investigation.

Elevation-scan (vertical slice) data may also be ana-

lyzed to provide a 3D image of the wake. It is often il-

lustrative to interpolate data to constant heights, such as

hub height or rotor top, before quantifying the range

dependence of the velocity. A sample vertical-slice scan

along one azimuth (Fig. 3a) extends from 218 to 128
elevation. Variations in wake magnitude and behavior

TABLE 2. Scan data for the two scan sequences analyzed.

Scan parameters

Start time (UTC) Type Scan direction Azimuth range Elevation range Scan speed Angular step at 2Hz

0411:22 Conical sector Azimuth 1158–1508 08, 28, 48, 68 1.68 s21 0.88
0412:53 Conical sector

0414:22 Conical sector

0415:52 Conical sector

0417:21 Conical sector

0307:12 Vertical slice Elevation 125.58, 127.58, 129.58, 131.58 218 to 128 1.08 s21 0.58
0307:29 Vertical slice

0307:43 Vertical slice

0307:59 Vertical slice
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FIG. 1. Summary plot showing time series of data collected on the M2 tower approximately

1170m directly upwind of the turbine. Mean wind speed and standard deviation were derived

from a cup anemometer at the 80-m elevation. Mean vertical shear and friction velocity were

calculated from the mean wind speed profiles measured by cup anemometers at heights of 2, 5,

10, 20, 50, and 80mAGL. The Richardson number stability parameter was computed from the

vertical shear and ambient air temperatures were measured at 2-, 50-, and 80-m heights. Wake

properties summarized here were determined from HRDL scan data as described in section 3.
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emerge at different heights, even within the rotor layer

(Fig. 3b). Vertical profiles of horizontal wind speed at

different distances from the turbine (Fig. 3c) show how

the height of maximum deficit evolved downwind. The

profile at 5D suggests the wake already dissipated, but

we know from Fig. 2 that the wake actually persisted

past this distance but moved out of this particular ver-

tical plane. Thus, proper characterization of the wake

behavior at a given range would require data frommany

sequential vertical-slice scans at incremented azimuths.

Ideally this scan cycle would be performed quickly

enough that the wake could be considered stationary

(see section 4). During TWICS, vertical-slice scans were

generally taken in a cycle of four scans (Fig. 4a), which

was completed in ,20 s. The sequence of Figs. 4b–e il-

lustrates the vertical meander, ‘‘looping’’ behavior

that the wakes sometimes displayed.

The variations seen in wake characteristics in the

vertical imply that a wake cannot be completely

characterized by a single-elevation conical sector scan

(Fig. 2a), but that it requires collecting these scans at

several elevations to capture wake properties such as

peak deficit, which may occur at any height within a

wake embedded in complex atmospheric flow (as op-

posed to steady inflow conditions of wind tunnels or

many computer simulations). During TWICS, sector

scans were taken in sequences or cycles, or ‘‘stacks,’’ of

four elevations—08, 28, 48, and 68 (Fig. 5a). Each of the

four scans, including the horizontal 08, show some evi-

dence of wake, as illustrated in Fig. 5b. To account

properly for the fact that wake properties of interest

could occur in any of the scans, the analysis of Fig. 2d

should be expanded to incorporate the flow information

from all of the conical sector scan planes (Fig. 5c). The

wake can be defined by the minimum value that occurs

at any azimuth and any elevation for each given range.

Peak wind speed deficits could be quantified more

simply by compiling the scan-volume velocity data and

FIG. 2. (a) Conical sector scan performed at an elevation angle of 28 at 0414 UTC 23 Apr. The quantity VH is color shaded from 0 to

12m s21. Wind turbine location is shown by the red square (890m from lidar), and the black plus signs (1) show the minimum velocity for

each range-gate cross section in the wake [see (b)]. Purple arrow indicates observed mean wind direction, and area of reduced velocity

downwind of the turbine is clearly seen on the plot. (b) The VH along radial-arc cross sections at constant distance from the lidar.

Individual range arc colors in (a) correspond to colors of curves here. (c) TheVH along individual azimuth rays as a function of range from

lidar. The solid vertical line indicates HRDL position, and vertical dotted lines show intervals of 1D. Colors of radial-ray lines in (a)

correspond to curve colors in this panel. Downwind distances have been corrected for the difference in azimuth angle between the lidar–

turbine direction and the mean wind direction, which in this case is small. (d) The VH plotted as a function of range as in (c) for all rays of

data in the scan depicted in (a). Black line, showing mean values across the scan, indicates upwind inflow of 8m s21. Red line, indicating

minimum value across the scan, shows wake behavior, and blue line represents maximum velocity value across scan.
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applying an extremum function (maximumorminimum,

depending on the sign convention for the deficit). Ad-

vantages to performing the analysis presented here

(Figs. 1d, 4c) include the visual aspect of seeing wake

behavior as a function of range: being able to use this

visual information to aid in the interpretation of wake

behavior and to provide another level of quality control.

For example, if the minimum value at a given range ap-

peared anomalous, then it could be filtered. This ap-

proach also allows for flexibility in automating the

procedure; for example, the second lowest value or the

5% lowest values could be used instead of the absolute

minimum to define the wake. This kind of alternative

wake criterion could prove useful in cases where thewake

is less well defined, for example, if the atmosphere had

low aerosol concentrations and therefore low lidar

backscatter and noisier Doppler velocity data.

Values of several keywake properties for the 3D sample

volumes considered here are given in Table 3 and Fig. 1.

Shown are wake properties for five scan stacks taken

over a 6-min period, which include those of Fig. 5 (middle

stack, indicated by an asterisk). Wake lengths of .11D

agree with the wake lengths of 20D found by Hirth and

Schroeder (2013). The data show significant variations

over periods as short as minutes. Further, even though the

28 scan best characterized the wake overall, the 48 eleva-
tion scan often best quantified the peak deficit.

Scans also provide information about atmospheric

variability, such as the 68 scan in Fig. 5b and the ma-

genta curve in Fig. 5c, which show gusts (seen at 1200-m

range) and lulls (at 1500-m range). By viewing the 68
five-scan series as an animation, these features can be

tracked through the scan plane, indicating that they

originated upwind of the turbine and lidar. Such non-

stationary flow phenomena are common in the atmo-

sphere and must be accounted for in defining wakes—

for example, the lull, not the wake, represents the

lowest wind speed at 1500m in Fig. 5c. If an application

requires ‘‘instantaneous’’ wake values from individual

scan stacks, then such nonstationary anomalies need to

be identified and disregarded. For other applications,

where wake properties smoothed over several minutes

may be more appropriate, wind values for the scans at

each elevation angle (Fig. 5d) in all stacks can be av-

eraged to produce a mean scan stack over the period of

interest. The wake can then be defined as the lowest

mean value at each range gate, effectively smoothing

out nonstationary features.

4. Volume-scanning issues

Successful determination of wake properties depends

primarily on how well the data capture quantities of

FIG. 3. (a) Vertical slice of radial velocity (color bar), obtained

by scanning from 218 to 128 in elevation, showing approaching

wind gust (red pixels) and the wake behind the turbine (blue

pixels). Scan was performed at 0307 UTC 23 Apr, at an azimuth of

129.58 from the lidar. ThemeanVADwind direction was from 3008
just prior to this scan sequence. (b) TheVH as a function of distance

from lidar, interpolated to four horizontal levels, as indicated by

color coding, from the scan data shown in (a). Horizontal axis is the

horizontal range from lidar (m) and vertical axis is horizontal wind

speed (m s21). Flow deficit values upwind of turbine could be real

flow retardation, or it could be a result of the interaction between

the lidar pulse and the turbine hardware, as described in the ap-

pendix. (c) Vertical profiles of VH at five distances downwind of

wind turbine, as indicated by color coding. Vertical axis is height

above lidar level and horizontal axis is wind speed (m s21). Plots

represent nearly vertical profiles, considering the shallow elevation

angles involved.
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FIG. 4. (a) Sequence of four vertical-slice lidar scans of VH taken at 0308 UTC 23 Apr. Turbine distance and

height is indicated by white line on each scan. (b)–(e) Four scan panels showing detail for scans in (a), including

vertical excursions of wake in cross sections (c) and (d). Turbine was sandwiched between scans (d) and (e). This

scan cycle is typical of a vertical wake structure observed during the 90-min interval and was chosen to illustrate

vertical-meander behavior [(b),(c)] sometimes evident in the TWICSdataset. Strips across the turbine in (d) and (e)

represent where the turbine blade intercepts the lidar pulse.
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interest, which in turn depends on measurement con-

siderations, such as sampling rate, sensitivity, and max-

imum downwind distance sampled—and on the

scanning techniques employed. The scanning strategy

involves compromises among the following issues:

d the extent or coverage of the scan volume
d the number of scans performed in a volume
d the scan-cycle repeat time
d the resolution of the data in the transverse or scanning

direction, related inversely to the scanning speed

(higher resolution requires slower scanning)

Maximizing the spatial density of data points in the

atmospheric volume scanned, whether by increasing

the number of scans in the volume or by slowing

scanning speeds, is desirable to ensure the sampling

will not miss an important value, such as the peak

deficit. But these specifications also increase the time

required to complete a single measurement volume.

Flow structures evolve between the first and last scans in

the volume, so that shorter scan-cycle repeat times are

desired to capture the instantaneous structure of the

wake. During TWICS, wake properties were observed to

change over periods as short as a few minutes (Table 3).

The individual cycles or stacks of four conical sector scans

(Fig. 5a) for probing the horizontal wake structure

took ,2min each, such that the five-stack series

took ,8min. The four elevation (vertical slice) scan cy-

cles required ,20 s each.

Various scan strategies or procedures can be used to

sample the wake. Elevation (vertical slice) scans eluci-

date the vertical structure, although each scan cycle may

FIG. 5. (a) Orientation of vertically stacked conical sector scans ofVH taken at 0415UTCwith wind speeds color coded according to the

scale to the right. (b) Detail of the four scan panels corresponding to sector scans in (a) at 08, 28 (as in Fig. 1a), 48, and 68 elevation, showing
evidence of the wake on all four scans. (c) Curves show minimum VH values as a function of range, determined in the same manner as the

red curve in Fig. 1d, for each of the four scans in (a) and (b). Horizontal dotted line represents mean inflow value of 7.4m s21, and vertical

axis is labeled both in meters per second (left of axis) and in percent of inflow value (right of axis). Values at 68 elevation (magenta curve)

reflect the effects of a wind gust at 1100–1200-m range and a lull in wind speed at 1500m passing through the scan plane (such non-

stationary effects occur at times in the atmosphere). The solid vertical line indicates HRDL position, and vertical dotted lines show

intervals of 1D, as in Figs. 2c,d. (d) Minimum values for each scan as in (c), but for all five sector scan stacks between 0400 and 0420 UTC.

Symbol colors show elevation angle of each minimum-value data point, and solid colored lines denote the mean of the five minimum

values for each elevation. It is suggested that the line having the lowest value at each distance gives the best characterization of the mean

wake behavior over the 6-min period by smoothing out nonstationary effects seen in individual scan stacks.

MAY 2015 BANTA ET AL . 911



not span the entire horizontal extent of the wake

in a short enough time to be useful. Current sampling

capabilities—an effective pulse repetition frequency

(PRF) of 2Hz (200-Hz PRF averaged over 100 pulses:

cf. Table 1)—suggest azimuth (conical sector) scan-

ning can best define the horizontal extent of a wake, al-

though the vertical structure may not be optimally

represented in the data. When Doppler lidar technology

advances to where accurate Doppler velocities can be

obtained at effective rates exceeding 20Hz with equiva-

lent sensitivity, elevation scanning may become more

advantageous; more vertical-slice scans could be per-

formed in the time now required for a few such scans.

This procedure would exploit the vertical resolution of

elevation scans, but the scan cycle could cover the hori-

zontal extent of the wake with future more-rapid sam-

pling rates. Using current technology in TWICS, we

alternated between azimuth and elevation sector-volume

scanning to monitor any unexpected structure that could

affect interpretation of the data.

Carefully conceived scan strategies are critical to

ensure a dataset that adequately samples the wake.

Having obtained the dataset, the question becomes,

what is the best way to analyze it? The procedures de-

scribed in section 3 have the advantage that the values

obtained are actually measured values, so that to the

extent that the peak deficits and other quantities are

represented in the dataset, this procedure can extract

the best estimate of them.

5. Conclusions

Turbine wakes are inherently 3D, time-dependent

entities. The present case study illustrates this nature

by probing the wake of an operating turbine in the real,

nonstationary atmosphere. It demonstrates the impor-

tance of taking these variabilities into account in ac-

quiring and analyzing the datasets. Two critical aspects

of using measurement data to study wakes or other at-

mospheric phenomena can be singled out: planning be-

forehand and interpretation of the results afterward.

The planning of a field program includes designing the

data acquisition (including scanning) strategies, which

depends on understanding the nature of wakes as well as

the capabilities of the instrumentation used. The in-

terpretation of the results by modelers, turbine de-

signers, and wind farm planners happens after the data

have been acquired, reduced, and analyzed. If the

dataset was not properly taken and analyzed, then the

results will have uncertainties and errors that could ne-

gate the apparent findings. The analysis approach de-

scribed here extracts quantities of interest, such as wake

extent or peak deficit, without alteration of the data by

smoothing or fitting.

The case presented here was of a well-defined wake,

as a result of adequate aerosol concentrations and

resulting strong lidar signal. During periods of low

aerosol concentrations or other conditions that may

produce noisier data, the wake may be less distinct. In

such cases, analysis algorithms that smooth the data or

curve-fitting algorithms may improve the ability to es-

timate wake quantities (Aitken et al. 2014b). Reference

datasets and procedures are needed to evaluate how

well such algorithms perform when wakes are well de-

fined, to assess the reliability of the algorithms. These

high-precision measurement datasets and high-

confidence procedures for determining wake proper-

ties, such as those presented here, are also needed for

evaluating how well numerical model output (Porté-
Agel et al. 2011; Churchfield et al. 2012; Aitken et al.

2014a; Mirocha et al. 2014) and wind tunnel results (e.g.,

España et al. 2011) apply to turbine wakes in the at-

mosphere (Shaw et al. 2009).
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TABLE 3. Wake properties for the series of five consecutive scan-stack cycles starting at 0411 UTC. Wake widths and lengths have been

determined as recovery to within 10% of mean inflow speed.

Scan start time

(UTC)

Inflow speed

(m s21)

Minimum speed

(m s21)

Inflow

(%)

Reduction

(%)

Distance

to min

Scan angle

of min speed (8)
Width at 1D, 2D,

3D, 4D (m)

Wake

length

0411:22 7.0 2.5 36 74 1.6D 4 .11D

0412:54 7.0 2.2 31 69 1.5D 4 .11D

0414:22* 7.4 1.5 20 80 1.0D 4 .11D

0415:52 8.0 2.3 29 71 2.0D 4 .11D

0417:21 7.7 2.3 30 70 0.6, 2.0D 4, 6 .11D

Mean 7.4 2.3 31 69 1.5D 4 236, 286, 254, 341 .11D

* The scan sequence was analyzed in Figs. 1 and 4.
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APPENDIX

Effects of Lidar Pulse Interception by Hard Targets

The transmitted energy profile of a lidar pulse in time

or space may be thought of as Gaussian along its (line

of sight) propagation path. The pulse length—30m in

this case—indicates the distance between the half-

power (or 1/e, depending on definition) points along

the pulse, where the peak and the vast majority of the

pulse energy lies. When the small amount of pulse

energy outside this range encounters normal atmo-

spheric scatterers, the amount of backscattered energy

returning to the lidar is negligibly small, as compared

with the returns from the peak of the pulse. However,

when this tiny amount of energy ahead of or behind the

nominal 30-m pulse hits a strongly reflective hard tar-

get, such as a turbine rotor blade, the amount of energy

bounced back to the lidar can easily exceed weak at-

mospheric backscatter from the central portions of

other pulses that do not hit the blade. The result can

sometimes be seen dramatically as radial strips of

anomalous velocities appearing in adjacent range gates

ahead of or behind the turbine location, as seen in

Figs. 2a and 3d,e. This effect may be seen in one, two, or

occasionally more range gates from the hard target. At

other times, and more subtly, the laser pulse may

graze a blade, or else only some of the laser shots

making up HRDL’s 2-Hz averages (cf. Table 1) of the

lidar ‘‘beam’’ may strike the rotor, influencing the

mean wind values calculated at 2Hz. Thus, using cur-

rent data reduction and analysis procedures, velocities

in the vicinity of the turbine should be interpreted with

caution. These effects are currently under further in-

vestigation to explore ways to eliminate these artifacts.

It is important to also note, however, that the vast

majority (probably . 99%) of lidar beams used in the

analysis presented here does not pass near the turbine

blades, and thus the data from these beams are free of

the hardware-interception effects just described.
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